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Stacks, Queues, and Linked Lists
Stacks

A stack is a data structure to which all additions are at one end and all deletions at the other end. The First In is the Last Out or Last In is First Out.

The location of the top element is stored in a variable called the stack pointer. Could be implemented using a one dimensional array of pointers.

Before you push you will make sure the list is not full.

Before you Pop, you will make sure the stack is not empty.

Queues

The type of data structure where the First In is the First Out or Last In is the last Out.

Here we check for an empty queue.

Linked List

It is a collection of connected items or records, which are not necessarily adjacent in memory. Linked list is a dynamic data structure that can change in size while the program is running. It allows new elements to be created as they are needed and old elements to be disposed of when they are no longer needed by the program. Each record points to its successor, except for the last record, which has an end-of-list indicator which is set to null.

Tree

In a normal linked list each node points to one other node. In a tree structure, however, each node may point to several other nodes, and each of these nodes may point to several other nodes. Example a Person and all his descendants.

A node at the higher level is called the parent, The nodes on the lower level are called children. Top down or hierarchical structure for the data – like an upside down tree.

Binary Tree

If each node has at most 2 pointers, it is referred to as a binary tree. The parent is called the root.  Terms like ancestor, parent, immediate predecessor, immediate successor are used. If A is the root, then B and C are left and right successor nodes of A.

Similarly, if B and C point to D, E and F, G left to right respectively,  then A will be the immediate predecessor of B, and C; and  D, E, F, and G will be successors to A but not immediate.

A is referred to as parent of B and C, and B and C are children of A.

A is also the ancestor of B. C, D, E, F, and G

The root is said to be level 0, B and C at level 1 and D, E, F, G at level 2.

The height of the tree is 2.

Tree Traversal

Accessing or visiting the nodes is referred to as traversal.

I. Inorder (Left-Node-Right: LNR)

1. Visit the sub-tree (L)

2. Visit the node (N)

3. Visit the right sructure

We look at the left subtree – consists of nodes B,D,E. It itself is  a tree with root B. Follow the NLR order by visiting left first ie. D, then B the root, finally right ie E.

After the visit to the left subtree, we visit the root ie A, and finally the right subtree which is nodes C, F, and G. For this subtree, we again apply the LNR rule, ie visit F (left first), then the root C and finally G (right)

  The inorder traversal will be: D-B-E-A-F-C-G

The binary tree is in order when the left node is less than the current node, and the right node is higher than the current node.

II. Pre-order (NLR)

1. Visit the node

2. Visit the left subtree

3. Visit the right subtree

We visit the root A, visit the left subtree – visit its node B, visit its left subtree D, visit the right subtree E. the visit the right subtree – visit its root C, visit its left subtree F, visit its right subtree G.

 The preorder traversal is: A-B-D-E-C-F-G

III. PostOrder (LRN)

1. Visit the left subtree (L)

2. Visit the right subtree (R)

3. Visit the root (N)

Here we will visit the left of A’s subtree first. It consists of nodes B,D, and E.

Again, we will follow the rule – visit the left subtree ie D. Then we visit the right subtree E, then visit the root B.

Now we visit the right subtree and follow the same order, visit the left subtree F, visit the right subtree G, visit the root C  and last of all visit the root A.

The post order traversal is: D-E-B-F-G-C-A 

Sorting

Ability to maintain large amounts of data virtually depends on the ability to have data sorted according to some key.

Sort – to arrange data in a particular order. Many sorting techniques are available. Knuth’s 3 volumes on Sorting. Searching routines will be very useful

Selection Sort

To find the smallest element and move it to the first position.  Then find the second smallest element and move it to the second position, and continue the process until the next to last position is filled.

Bubble Sort

A quick and easy way to sort the data stored in an array. The basic idea of the bubble sort is to compare consecutive  elements on each pass through the array. When each comparison is made, the elements are switched if they are out of order.

Searching

Searching for a particular data item is simplified when the data items are sorted in a particular order.

Searching techniques could be linear search or a sequential search  where each item is looked at – if the list is small.

Binary search begins with the middle of the array such that it is halved each time for its search. It could be the lower half or upper half depending on the item you are searching for once the array has the data values arranged in ascending or descending order.

Page 1 of 3

